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ABSTRACT

To make multiple sound spot synthesis technology widely available,
we have previously implemented a portable demonstration system
based on mode-matching method using a compact circular array of
16 loudspeakers. However, the previous system has two critical
problems for practical applications. 1) The maximum output sound
pressure level is only 72 dB, which is too small for demonstration
in a large conference venue. 2) The output sound quality is not
high because low frequency components below 500 Hz cannot be
produced. Additionally, 3) a large space is required because 4) par-
ticipants must basically walk around the array to listen to the syn-
thesized sound field. To improve the previous system, we developed
an improved system using a baffled circular array of 16 loudspeak-
ers combined with an electric turntable. The improved system can
1) produce a sound pressure level of 80 dB, which is sufficient for
demonstration in a large conference venue, and 2) drastically im-
prove the synthesis sound quality with low frequency components
above 200 Hz. Additionally, it can be demonstrated 3) in a small
space because 4) participants do not have to walk around the ar-
ray by the electric turntable. It can realize eight-language sound
spot synthesis for eight directions. The improved system including
the turntable can be carried out with a single suitcase. In WAS-
PAA 2023 Demonstrations, we demonstrate both four- and eight-
language sound spot synthesis for four and eight directions using
the improved system.

Index Terms— Circular loudspeaker array, localized sound
spot synthesis, multiple sound spot synthesis, portable demo sys-
tem, text-to-speech

1. INTRODUCTION

Compared to parametric arrays of ultrasonic loudspeakers [1], lo-
calized sound spot synthesis [2—13], which can realize audible and
inaudible areas using multiple loudspeakers, is superior in terms
of the synthesis sound quality and produced sound pressure level.
Additionally, multiple sound spot synthesis [4-6, 8, 14], which can
simultaneously present different sounds in different areas by super-
posing multiple localized sound spots, is also an important sound
presentation technology for multilingual communication, museums,
and other speech and audio applications.

Typical sound field synthesis methods, such as wave field syn-
thesis [15-17], spectral division method [18, 19], and higher-order
Ambisonics (HOA) [20-22], introduce planar, linear and surround-
ing arrays of loudspeakers. However, these arrays are difficult to
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Figure 1: Previous demo system.

transport easily compared with applications for speech communica-
tion technologies, such as automatic speech recognition (ASR) [23]
and text-to-speech (TTS) [24], that can be easily demonstrated else-
where using a smartphone.

2. PREVIOUS SYSTEM

2.1. Overview of previous system

To make sound field control technology, especially multiple sound
spot synthesis technology widely available, we have implemented
a portable multiple sound spot synthesis system based on mode-
matching method [5] using a compact circular array of 16 loud-
speakers as small as possible (Fig. 1) [25, 26].'> Each loud-
speaker driver is 25 mm, and the diameter of the circular array
is only 134.4 mm. The spatial Nyquist frequency is then about
6.5 kHz. The implemented system, constructed from the compact
loudspeaker array, an amplifier for 16 loudspeakers including D/A,
a loudspeaker stand, a laptop, a tablet and cables, can be carried out
with a single suitcase. The demo system is implemented with Pure-
Data (Pd) [27] and controlled by the tablet via open sound control.
The synthesized sound field can be interactively rotated by the tablet
in real-time with HOA-based panning implemented in Pd. The
previous demo system realized four-language sound spot synthe-
sis for four directions combined with multilingual neural TTS [28]
(Fig. 3(a)), where neural TTS models for English and Japanese are
trained using Hi-Fi-CAPTAIN corpus [29].

2.2. Problems of previous system

Although the previous array is compact, it has two critical problems
for practical applications because the size of the array is too small.
1) The maximum output sound pressure level is 70 dB, which is too

Thttps://ast-astrec.nict.go.jp/en/MultipleSoundSpotSynthesis/
Zhttps://youtu.be/In8AfVcoTC4
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Figure 2: Improved demo system with an electric turntable. It can
be carried out with a single suitecase.
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Figure 3: (a) Four-language sound spot synthesis for four directions
by previous system. (b) Eight-language sound spot synthesis for
eight directions by improved system.

small for demonstration in a large conference venue. 2) The out-
put sound quality is not high because low frequency components
below 500 Hz cannot be produced. Additionally, 3) a large space
is required for demonstration because 4) participants must basi-
cally walk around the array to listen to different sounds although
the synthesized sound field can be interactively rotated by the tablet

(Fig. 1).

3. IMPROVED SYSTEM

3.1. Overview of improved system

To improve the previous system, we developed an improved system
using a baffled circular array of 16 loudspeakers combined with an
electric turntable (Fig. 2). To improve the total output power and
low frequency response, we developed a slightly larger loudspeaker
driver with a diameter of 32 mm, and the diameter of the improved
circular array is 178.6 mm. The spatial Nyquist frequency is then
about 4.9 kHz. For avoiding the diffraction of sound from other
directions, a cylindrical rigid baffle was introduced. Although the
spatial Nyquist frequency of the improved system is lower than that
of the previous system, the improved system can 1) produce a sound
pressure level of 80 dB, which is sufficient for demonstration in
a large conference venue, and 2) drastically improve the synthesis
sound quality with low frequency components above 200 Hz. Ad-
ditionally, it can be demonstrated 3) in a small space, and 4) partici-
pants do not have to walk around the array by the electric turntable.
Furthermore, it can realize eight-language sound spot synthesis for
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(a) Real-time speech translation with multiple sound spot synthesis

Improved multiple sound spot synthesis system

(b) Actual implemented real-time four-language speech translation system

Figure 4: (a) Real-time multilingual speech translation system com-
bined with multiple sound spot synthesis. (b) Actual implemented
real-time four-language speech translation system combined with
improved multiple sound spot synthesis system.

eight directions (Fig. 3(b)). The improved system including the
turntable can also be carried out with a single suitcase. The detailed
results of experiments will be submitted to a journal paper.

3.2. WASPAA 2023 Demonstrations

In WASPAA 2023 Demonstrations, we demonstrate both four- and
eight-language sound spot synthesis for four and eight directions us-
ing the improved system (Fig. 3). The input eight-language speech
sounds are also generated by multilingual TTS based on high-
fidelity and real-time methods [28,30,31]. Additionally, copyright-
free music audio signals are also synthesized. The driving signals of
16 loudspeakers are calculated from the input audio signals and FIR
filters for localized sound spot synthesis for each area in real-time
by FFT-based convolution. The demo system is consructed from the
baffled circular array, amplifier for 16 loudspeakers including D/A,
loudspeaker stand, laptop, tablet, cables, and turntable (Fig. 2). All
the equipment can be carried out with a single suitcase. A single
electrical outlet (100 V in USA) is sufficient. The minimum space
required for the demonstration is 2 m x 2 m (Fig. 2). If a larger
space is available, it is better. Participants can experience the syn-
thesized eight-spot sound field that they have never heard before,
and they can interactively rotate the synthesized sound field with
the tablet. Additionally, they can understand that demonstration
systems for sound field control can also be carried out elsewhere.

3.3. Actual implemented application (not included in demo)

Finally, we briefly introduce an actual implemented application us-
ing the improved system, which has been presented in NICT open-
house 2023. By combining the improved multiple sound spot syn-
thesis system based on acoustic signal processing with real-time
multilingual speech translation system (ASR + machine translation
+ TTS) based on machine learning (Fig. 4(a)), we have actually im-
plemented a real-time four-language speech translation system with
multiple sound spot synthesis (Fig. 4(b)). In the system, each native
speaker speaks only his or her own language and listens only to the
synthesized speech sounds translated from other languages into his
or her own language, where each translated speech sound is heard
only by each native speaker through multiple sound spot synthesis.
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